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●Strategy: Top Down
Recursive divide-and-conquer 
fashion 

 
First: Select attribute for root node 
 Create branch for each possible 
attribute value 

Then: Split instances into subsets 
 One for each branch extending 
from the node 

Finally: Repeat recursively for each 
branch, using only instances that reach 
the branch 

●Stop if all instances have the same 
class or there are no more attributes 
to split on 
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●Which is the best attribute? 

Want to get the smallest tree 

Heuristic: choose the attribute 

that produces the “purest” nodes 

●Popular impurity criterion: 

information gain 

Information gain increases with 

the average purity of the subsets 

●Strategy: Choose attribute 

that gives greatest 

information gain 
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●Measure information in bits 

Given a probability 

distribution, the info 

required to predict an event 

is the distribution’s entropy 

Entropy gives the 

information required in 

bits (can involve fractions 

of bits) 

Because were dealing 

with bits, the log is 

calculated in base 2 

●Formula for computing the 

entropy: 
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entropy(𝑝1,𝑝2,. . . , 𝑝𝑛) = −𝑝1log𝑝1 − 𝑝2log𝑝2. . . −𝑝𝑛log𝑝𝑛 



 Logarithms: 
 by = x 

 y = log
b
x 

 e.g. 24 = 16,   4 = log216 

 To change to a different base: 
 log

b
x = log

10
x / log

10
b 

 e.g.  

 log
2
2 = log

10
2 / log

10
2 = 0.301 / 0.301 = 

1 

 log
2
4 = log

10
4 / log

10
2 = 0.602 / 0.301 = 

2 

 log
2
8 = log

10
8 / log

10
2 = 0.9031 / 0.301 

= 3 
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●Outlook = Sunny : 

 

●Outlook = Overcast : 

 

●Outlook = Rainy : 

 

●Expected information for attribute: 
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Note: this 

is normally 

undefined. 

info( 2,3 ) = entropy(2 5,3 5 ) = −2 5 log(2 5 ) − 3 5 log(3 5 ) = 0.971bits 

info( 4,0 ) = entropy(1,0) = −1log(1) − 0log(0) = 0bits 

info( 2,3 ) = entropy(3 5,2 5 ) = −3 5 log(3 5 ) − 2 5 log(2 5 ) = 0.971bits 

info 3,2 , 4,0 , 3,2 = 5 14 × 0.971 + 4 14 × 0 + (5 14 ) × 0.971 = 0.693bits 



●Information gain: information before 

splitting – information after splitting 

 

 

 

●Information gain for attributes from 

weather data: 
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gain(Outlook )       = 0.247 bits 

gain(Temperature )       = 0.029 bits 

gain(Humidity )       = 0.152 bits 

gain(Windy )       = 0.048 bits 

 

gain(Outlook ) = info([9,5]) – info([2,3],[4,0],[3,2]) 

  = 0.940 – 0.693 

 = 0.247 bits 



gain(Temperature ) = 0.571 bits 

gain(Humidity )       = 0.971 bits 

gain(Windy ) = 0.020 bits 
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●Note: not all leaves need to be 
pure; sometimes identical 
instances have different classes 

   Splitting stops when 
data can’t be split any 
further 
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●Properties we require 
from a purity measure: 

When node is pure, 
measure should be zero 

When impurity is 
maximal (i.e. all classes 
equally likely), measure 
should be maximal 

Measure should obey 
multistage property (i.e. 
decisions can be made in 
several stages): 

 

 

●Entropy satisfies all 
three properties!  

 

40 

measure 2,3,4 = measure 2,7 + (7 9 ) × 𝑚𝑒𝑎𝑠𝑢𝑟𝑒( 3,4 ) 



●Problematic - attributes 

with a large number of 

values 

●Subsets are more likely 

to be pure if there is a 

large number of values 

Information gain is 

biased towards choosing 

attributes with a large 

number of values 

This may result in 

overfitting (selection of an 

attribute that is non-

optimal for prediction) 
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M 

L 

K 

J 

I 

H 

G 

F 

E 

D 

C 

B 

A 

ID code 

No True High Mild Rainy 

Yes False Normal Hot Overcast 

Yes True High Mild Overcast 

Yes True Normal Mild Sunny 

Yes False Normal Mild Rainy 

Yes False Normal Cool Sunny 

No False High Mild Sunny 

Yes True Normal Cool Overcast 

No True Normal Cool Rainy 

Yes False Normal Cool Rainy 

Yes False High Mild Rainy 

Yes False High Hot   Overcast 

No True High Hot Sunny 

No False High Hot Sunny 

Play Windy Humidity Temp. Outlook 



●Entropy of split: 

 

Information gain is 
maximal for ID code 
(namely 0.940 bits) 
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info(ID code) = 𝑖𝑛𝑓𝑜 0,1 + 𝑖𝑛𝑓𝑜 0,1 + ⋯+ 𝑖𝑛𝑓𝑜( 0,1 ) = 0𝑏𝑖𝑡𝑠 



●Gain ratio: a 
modification of the 
information gain that 
reduces its bias 

●Gain ratio takes number 
and size of branches into 
account when choosing 
an attribute 

It corrects the information 
gain by taking the intrinsic 
information of a split into 
account 

●Intrinsic information:  
●Entropy of distribution of 
instances into branches 
(i.e. how much info do we 
need to tell which branch 
an instance belongs to) 
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●Example: intrinsic information for ID code 

 

 

●Value of attribute decreases as intrinsic 

information gets larger 

●Definition of gain ratio: 

𝑔𝑎𝑖𝑛_𝑟𝑎𝑡𝑖𝑜(𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒)

=
𝑔𝑎𝑖𝑛(𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒)

𝑖𝑛𝑡𝑟𝑖𝑛𝑠𝑖𝑐_𝑖𝑛𝑓𝑜(𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒)
 

 

●Example: 
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info( 1,1, . . . , 1 ) = 14 × (−1 14 × log 1 14 ) = 3.807bits 

gain_ratio(ID code) =
0.940bits

3.807bits
= 0.246 
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0.019 Gain ratio: 0.029/1.557 0.157 Gain ratio: 0.247/1.577 

1.557 Split info: info([4,6,4]) 1.577   Split info: info([5,4,5]) 

0.029 Gain: 0.940-0.911 0.247 Gain: 0.940-0.693 

0.911 Info: 0.693 Info: 

Temperature Outlook 

0.049 Gain ratio: 0.048/0.985 0.152 Gain ratio: 0.152/1 

0.985 Split info: info([8,6]) 1.000   Split info: info([7,7]) 

0.048 Gain: 0.940-0.892 0.152 Gain: 0.940-0.788 

0.892 Info: 0.788 Info: 

Windy Humidity 



●Outlook still comes out 
top 

●However ID code still 
has greater gain ratio 

Standard fix: ad hoc test 
to prevent splitting on that 
type of attribute 

●Problem with gain 
ratio: it may 
overcompensate 

May choose an attribute 
just because its intrinsic 
information is very low 

Standard fix: only 
consider attributes with 
greater than average 
information gain 
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1. Calculate the information value of 
the problem as a whole. 

2. For each attribute: 

 A. Calculate the 
information in each of its potential 
values. 

 B. Calculate the average 
information value of that attribute. 

 C. Calculate the gain by 
subtracting its value from the 
information value of the problem as 
a whole. 

3. Calculate the intrinsic information 
value of the split. 

4. Calculate the ratio by dividing the 
attribute gain by the intrinsic 
information value. 

 

48 



1. Calculate the information value of the problem as a whole. 

 

info([9,5]) = entropy(9/14, 5/14) 
= -9/14(log29/14) – 5/14(log25/14)   

= -9/14((log
10

9/14)/(log
10

2)) – 5/14((log
10

5/14)/(log
10

2)) 

= 0.940 bits 
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2. For each attribute: 

 A. Calculate the information in each of its potential 
values. 

 Outlook = Sunny 

 info([2,3]) = entropy(2/5, 3/5) 
  = -2/5(log22/5) – 3/5(log23/5)   

  = -2/5((log
10

2/5)/(log
10

2)) – 3/5((log
10

3/5)/(log
10

2)) 

  = 0.971 bits 

 Outlook = Overcast 

 info([4,0]) = entropy(4/4, 0/4) = entropy(1, 0) 
  = -1(log

2
1) – 0(log

2
0)   

  = -1((log101)/(log102)) – 0 

  = 0 bits 

 Outlook = Rainy 

 info([2,3]) = entropy(2/5, 3/5) 
  = -2/5(log22/5) – 3/5(log23/5)   

  = -2/5((log
10

2/5)/(log
10

2)) – 3/5((log
10

3/5)/(log
10

2)) 

  = 0.971 bits 
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2. For each attribute: 

 B. Calculate the average information value of that attribute. 

 

 info([3,2], [4,0], [3,2])  

   = 5/14 * 0.971 + 4/14 * 0 + 5/14 * 0.971 

   = 0.693 bits 
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2. For each attribute: 

 C. Calculate the gain by subtracting its value from the information value 
of the problem as a whole. 
 
  info([9,5])  - info([2,3],[4,0], [2,3])  

  = 0.940 – 0.693 

  = 0.247 
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3. Calculate the intrinsic information value of the split. 
 
  info([5, 4, 5])  = entropy(5/14, 4/14, 5/14) 
  = -5/14(log25/14) – 4/14(log24/14) – 5/14(log25/14)   

  = -5/14((log105/14)/(log102)) – 4/14((log104/14)/(log102)) - 
5/14((log105/14)/(log102)) 

  = 1.577 bits 
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4. Calculate the ratio by dividing the attribute gain by the intrinsic information 
value. 

 Gain Ratio = Gain from Attribute / Intrinsic Value of Split 

  = 0.247 / 1.577 

  = 0.157 
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 Now you try the math for an 
attribute,  (Temperature, Humidity, 
or Windy) and see if your numbers 
come out the same as those listed 
on slide 19. 
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●Top-down induction of 
decision trees: ID3, 
algorithm developed by 
Ross Quinlan 

 Gain ratio just one 
modification of this basic 
algorithm 

 C4.5: deals with numeric 
attributes, missing values, 
noisy data 

●There are many other 
attribute selection 
criteria (but little 
difference in accuracy 
of result) 
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